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AI, Cyber 
Threats and 
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Generative AI has been embraced by cybercriminals.  
But organizations are catching up.
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From more convincing phishing attacks to highly-engineered 
deep fakes, cybercriminals are only just getting started when it 
comes to leveraging AI. While the creators of generative AI tools 
never intended their deep-neural networks to be used for 
nefarious reasons, it is hard to close Pandora’s Box once it has 
been opened. AI allows hackers to be more organized, targeted, 
and creative in their approach to common attack types.

The hackers may be one step ahead, but cybersecurity is fast 
catching up. Fifty-one percent of organizations have expanded 
the use of AI in their cybersecurity strategy over the last two 
years to tackle emerging challenges. AI tools can improve the 
sophistication of security practices and bridge the gap in 
qualified security resources. 

As connected devices take over legacy technology, it becomes 
all the more challenging to continue detecting threats without 
the intervention of AI. AI’s capability to learn faster and adapt 
makes it an ideal technology to supercharge the role of the 
ethical hacker. Automated vulnerability assessments and 
intrusion detection can reduce the time and effort needed for 
more routine tasks.
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AI: Keeping pace with the cybercriminals
Generative AI has been embraced by cybercriminals. Operating outside of the checks and balances of the real 

world, they are already several steps ahead of cybersecurity teams. So how do businesses catch up?

From more convincing phishing attacks through to new methods 

of social engineering, including “deep fakes”, malicious actors are 

using AI to increase the sophistication of their attacks and better 

target their activities. One example, shared by insurer Beazley,¹ is 

a classic example of CEO fraud, with a twist. The CFO of one of 

Beazley’s insureds received a video message from someone who 

appeared to be the organization’s CEO. The video failed and a 

conversation continued via chat. 

The CFO was informed the company was going through a major 

business transaction which required funding and was told a 

lawyer would be in touch with the details. Completely convinced, 

the CFO authorized the transfer of multiple funds totaling over  

$6 million to the scammers over a two-week period. 

The incident highlights the growing sophistication of social 

engineering, with AI being used to manipulate faces, voices, and 

other biometric markers in images, audio, and video. 

The sophisticated technology makes it all the more difficult to 

determine what is real from what is fake, particularly to the 

untrained eye. 

Research suggests AI is increasingly being used to create 

convincing deep fake attacks.² “If you’re an attacker, why 

wouldn’t you try and clone someone’s voice and say, ‘It’s me. I’m 

at a boat show. Can you send five grand over?’” asks Johnty 

Mongan, Global Head of Cyber Risk Management at Gallagher. 

“They only have to get it right once and they can try it out with 

dozens of different companies.” 

“The [hackers] can spend all day doing it and are constantly 

learning. Whereas a company which is the victim of a deep fake 

attack has had no time to practice. Our clients don’t have the 

same bandwidth when it comes to countering these increasingly 

convincing threats.”
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Next-generation cyber attacks
Cybercriminals are only just getting started when it comes to 

leveraging AI. While the creators of generative AI tools never 

intended their deep-neural networks to be used for nefarious 

reasons, it is hard to close Pandora’s Box once it has been opened.

“I used to do a demonstration of how ChatGPT could write me a 

bash script to go and hack an organization,” says Mongan. “But 

it got very good at picking up on the fact that this is a bad thing 

to do. But you can still ask it to give you an example of how you 

would write that malicious script. As long as an attacker uses 

the right terminology when using LLMs [large language 

models], they can almost get their own exploits written and 

checked for them.”

Research suggests that AI-generated phishing emails are more 

likely to be opened than those which are manually created.³ 

“One of the telltale signs of a phishing email used to be that it 

was poorly worded and contain spelling mistakes, etc.,” explains 

Mongan. “Whereas ChatGPT can write amazing emails convincing 

finance directors to approve a £10,000 payment, for instance. So 

if the email is 20% better, then it is 20% more likely to be clicked 

and, at that scale, it becomes very profitable for a criminal.”

Seventy-five percent of security professionals say they have seen 

an uptick in attacks over the past year, with 85% attributing the 

rise to bad actors using generative AI, according to research by 

Sapio and Deep Instinct.⁴ Nearly half of those surveyed said they 

believe generative AI will leave businesses more vulnerable to 

cyber attacks in the future.

AI-enabled offensive tools can automate malware, execute 

highly-targeted attacks, and intrude into the most carefully 

orchestrated security programs. These technologies help hackers 

to be more organized, targeted, and creative in their approach to 

common attack types.

Many companies are unwittingly expanding their attack surface 

in an effort to build a hyperconnected digital environment. As 

businesses embrace rapid digitization and expand their reliance 

on IT infrastructure and supply chain networks, they expose 

their data and intangible assets to an evolving, more complex 

risk landscape. 

The expansion of digital footprints, alongside a growing shortage 

of talent within cybersecurity and a shift towards hybrid working 

is making it more and more difficult for organizations to protect 

their digital systems and assets. Organizations have arguably 

never been more vulnerable.

Keeping up with the hackers
The need to build a robust defense is therefore critically 

important. The hackers may be one step ahead in how they are 

leveraging AI to extort more money from businesses, steal more 

sensitive data and IP, but cybersecurity is fast catching up. Fifty-

one percent of organizations have expanded the use of AI⁵ in 

their cybersecurity strategy over the last two years to tackle 

emerging challenges. 

In cybersecurity, AI has a diverse range of use cases in 

quantifying risk and detecting network attacks, traffic anomalies, 

malicious applications, and system vulnerabilities. AI tools can 

make security practices more advanced, offering teams the 

technology to handle a growing onslaught of breaches and 

bridge the gap in qualified security resources. 

“If you can’t beat them, you can join them,” says Mongan. “We 

use a surface monitoring tools called SpiderFoot,⁶ which searches 

for potential vulnerabilities surrounding an organization. By using 

AI to speed up processes you can detect whether you had dozens 

of attacks from a particular IP address during a particular period, 

for instance, and get a machine to block that IP address.” 

“Darktrace⁷ is a prevalent EDR [endpoint detection and response] 

tool which places a sensor on your network and learns what is 

normal,” he continues. “It looks for anomalies rather than 

signature-based threats and it can crunch data much better than 

a human being.”
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Will AI replace the white hat role?

 We are living in a time when many of us, both within and outside 

the tech space, are questioning whether our jobs are under threat 

from AI. Seventy-two percent of security experts polled by 

Bugcrowd do not think generative AI can completely replace 

human creativity in security research and vulnerability 

management. But clearly the role will evolve. 

Mongan envisages a future where white hats could turn their 

hand to building the AI security programs that carry out tasks 

such as penetration testing and staying up-to-date with the latest 

threats in order to put together a robust offensive. “That would 

help us stay in line with the attackers,” he says.

In the short to medium term, AI adoption should at least help to 

overcome the skills shortage within cybersecurity. According to 

the US Bureau of Labor Statistics, information security analyst 

roles will grow by 35% between 2021 and 2031.10 The challenge 

even then is the sell-by-date on knowledge, according to Mongan. 

And in the rush to outsource and put everything in the cloud, 

some of the basics are being forgotten.

“Everything I learnt at university is irrelevant,” he says. “I did one 

of the first computer science degrees where I would carry around 

textbooks on html coding and bash scripting, you passed an 

exam on your ability to code and everything was manual. Fast 

forward now to a language-based program like ChatGPT and it’s 

fluent in all the coding languages and can write the bash script 

for you.”

“After six or 12 months in technology you need to be onto the 

next thing. In just my short tenure so much has changed. It’s just 

like Moore’s law, where every year the adoption of technology 

doubles. IT managers are becoming contract managers — they 

don’t have any of their own infrastructure — and we’re losing the 

basic skills of, ‘How do you build a PC?’ and, ‘How do you plug a 

LAN cable?’”

White hats on the counteroffensive
AI’s capability to learn faster and adapt makes it an ideal 

technology to supercharge the role of the ethical hacker. Over the 

past decade, ethical hackers — or “white hats” — have become an 

important asset of cybersecurity teams. Their role in simulating 

real-world attacks and rooting out vulnerabilities in a firm’s 

security posture has become an essential tool to improve overall 

cyber resilience.

Automated vulnerability assessments and intrusion detection can 

reduce the time and effort needed for more routine tasks. As 

connected devices take over legacy technology, it becomes all 

the more challenging to continue detecting threats across tech 

stack and systems (where multiple technology solutions are 

layered together) without the intervention of AI.

There is no doubt that AI tools offer to make ethical hackers’ 

jobs more convenient by introducing smart automation to 

repetitive tasks, dramatically speeding up the ability to process 

information,⁸ while spotting patterns that may not be apparent 

to the naked eye. A growing number of cybersecurity experts 

are leveraging AI tools to make short work of what were 

previously cumbersome processes.

Over half of white hats recently surveyed (55%)⁹ say generative 

AI has increased the value of ethical hacking and security 

research, according to research by Bugcrowd. And one-in-five 

(21%) say that tools such as ChatGPT are already outperforming 

them. A significant proportion (78%) think it will disrupt how they 

carry out activities such as penetration testing and bug bounty 

programs in the next five years. 

“It’s not unreasonable to think of cybersecurity being done 

completely by AI,” says Mongan. “All of these attacks are 

ultimately just IP addresses talking to IP addresses. So if we get 

good enough with AI, we could use it for anomaly detection and 

signature-based threats and then tell it what to do when an 

issue arises.” 

Some of the ways in 
which cybercriminals 
are currently 
leveraging AI  :
•	 Creating deepfake data

•	 Building better malware

•	 Stealth attacks

•	 AI-supported password-guessing and 

CAPTCHA-cracking

•	 Generative Adversarial Networks (GANs)

•	 Human impersonation on social networking platforms

•	 Weaponizing AI frameworks for hacking  

vulnerable hosts

•	 Deep exploits

•	 Machine Learning (ML)-enabled penetration  

testing tools

What is an  
ethical hacker?
An ethical hacker, or white hat, is an individual who uses 

hacking skills to identify security vulnerabilities in an 

organization’s infrastructure. Unlike malicious hackers, 

they seek vulnerabilities in an organization’s system 

with prior consent.

The global artificial intelligence (AI) in cybersecurity 
market size is expected to hit around  

$102.78 billion by 2032.12

51% of organizations  
have expanded the use of AI into their cybersecurity 
strategy over the last two years.5 

Penetration Testing Phases

Planning and 
Reconnaissance Scanning Gaining  

Access
Maintaining  

Access Analysis

•	 Test goals are defined

•	 Testers covertly discover 

and collect information 

about the system

•	 Testers exploit 

vulnerabilities and 

mimic a real attack to 

breach the system

•	 Testers compile all the 

results for an in-depth 

report to understand 

system vulnerabilities 

and scope of security 

improvements
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Conclusion
Major strides in digitization, including the 

emergence of generative AI, have dramatically 

expanded organization’s digital capabilities. But 

with the vast opportunities on offer from this new 

generation of technologies, there are also new 

threats and exposures.

These technologies are not just being adopted by the corporate 

world. They are already in the hands of cybercriminals, actors 

who are not constrained by the rules, checks, and balances of a 

commercial enterprise. 

Moving forward, it is essential for organizations to keep pace with 

the changing threat environment, and to make the right 

investments to counter the risk of attack, and to protect people 

and systems. The ethical hacker, armed with an evolving armory 

of generative AI tools, will be better positioned to fight back and 

iteratively improve an organization’s cyber resilience posture.
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